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Abstract—In this paper, we propose a novel multi-scale attention based network (called MSA-Net) for feature matching problems. Current deep networks based feature matching methods suffer from limited effectiveness and robustness when applied to different scenarios, due to random distributions of outliers and insufficient information learning. To address this issue, we propose a multi-scale attention block to enhance the robustness to outliers, for improving the representational ability of the feature map. In addition, we also design a novel context channel refine block and a context spatial refine block to mine the information context with less parameters along channel and spatial dimensions, respectively. The proposed MSA-Net is able to effectively infer the probability of correspondences being inliers with less parameters. Extensive experiments on outlier removal and relative pose estimation have shown the performance improvements of our network over current state-of-the-art methods with less parameters on both outdoor and indoor datasets. Notably, our proposed network achieves an 11.7% improvement at error threshold 5° without RANSAC than the state-of-the-art method on relative pose estimation task when trained on YFCC100M dataset.

Index Terms—Outlier removal, deep learning, wide-baseline stereo.

I. INTRODUCTION

The feature matching method, which aims to establish feature correspondences between two groups of feature points [1], [2], acts as a premise to solve a series of tasks in the computer vision area, such as Simultaneous Localization and Mapping [3], Panoramic Stitching [4], Structure from Motion [5], [6], and Stereo Matching [7]. As shown in Fig. 1, a feature matching method involves three steps, i.e. obtaining keypoints and the corresponding descriptors, establishing the initial correspondence set, and removing outliers (i.e., false correspondences) [8], [9]. Specifically, the initial features are generated by off-the-shelf methods, such as SIFT [10] or SuperPoint [11]. Then, we use the nearest neighbor matching method to generate the initial correspondence set. But unfortunately, above methods are far from satisfactory, which is inevitable to generate the outliers due to the possible challenging image variants, e.g., light changes, repetitive structures, blurs, occlusions and lack of texture. Therefore, outlier removal plays an important role in the feature matching problem.

Outlier removal methods have been developed for many years and gradually developed into two factions, i.e., traditional methods and learning-based methods. RANSAC [12] and its variants [13], [14], which mainly adopt a hypothesize-and-verify strategy, are the main representatives of traditional methods. However, their theoretical running time often grows exponentially with the increase of ratio between outliers and all correspondences. It is adverse to our task because the outlier ratio in our validation dataset is often over 90%.

The advent of deep learning provides a new intuition for outlier removal methods. The majority of advances based on deep learning treat the outlier removal task as a binary classification task, which shows great performance and potential. However, the deep learning technology based outlier removal methods have many problems: (1) the unordered and irregular property of input requires the network to be permutation-equivariant when dealing with the correspondences; (2) the scarcity of available information, that is only spatial positions of matched feature points, largely influences the deep information acquisition and seriously damages the performance of network [8]. For example, LFGC-Net [8], OA-Net [9] and ACNet [15] adopt the PointNet-like architecture, which adopts Multi-Layer...
Perceptrons (MLPs) to process each correspondence individually, to handle the unordered property problem. Then, they utilize Context Normalization (CN) to embed global context in each correspondence, and this will be beneficial to invariance under transformations e.g., rotating and translating. CN is a technique to normalize all correspondences equally according to mean and variance order moments, which can be treated as the solution of a least-squares problem. As we know, the solution of a least-squares problem is not robust.

To address the problem, we try to introduce the attention mechanism (i.e., Squeeze and Excitation (SE) block [16]) to focus on the inlier information and reduce the influences of outliers. SE block is a popular attention mechanism and has been widely used in many fields due to its effectiveness. Note that, SE block squeezes each feature map into a scalar. This rough descriptor tends to emphasize global information and may ignore the most of local information. But, the local information involves the local motion coherence, which is beneficial to removing the false correspondences from putative correspondences. Thus, we propose the multi-scale attention (MSA) block to enhance the ability of local information acquirement, and rescale the original feature map by new scalar which fuses the scalar contained local information and the scalar contained global information. Specifically, we firstly squeeze the feature map and extract the global information to generate the global scalar. Then, we adopt the point-wise convolution layer with the bottleneck structure to generate the local scalar with the local context information. At last, we fuse the two scalars to form a multi-scale scalar containing multi-scale context information, and use the multi-scale scalar to softly select the feature map. Thus, the MSA block can distinctively process the feature map with the multi-scale context.

In addition, currently existing networks adopt PointCN blocks, which comprise Context Normalization, Batch Normalization, ReLU and MLPs, to exploit the information of putative correspondences. But, the PointCN block costs many parameters and the consumption of calculation. To improve the efficiency of our network, we propose the context channel refine block and the context spatial refine block to capture context information along channel and spatial aspects, respectively. Specifically, we firstly squeeze the feature map and extract the global information to generate the global scalar. Then, we adopt the point-wise convolution layer with the bottleneck structure to generate the local scalar with the local context information. At last, we fuse the two scalars to form a multi-scale scalar containing multi-scale context information, and use the multi-scale scalar to softly select the feature map. Thus, the MSA block can distinctively process the feature map with the multi-scale context.

We propose an innovative multi-scale attention block to discriminatively treat correspondences. The proposed block, which softly selects feature maps by a scalar combined local and global information, can suppress useless context information and simultaneously improve the important context information.

We design the context channel refine block and context spatial refine block to capture context information along channel and spatial aspects, respectively. The proposed blocks are able to help the network extract more useful information with less parameters.

It is worth pointing out that, the proposed MSA-Net has a great improvement over current state-of-the-art methods on the feature matching accuracy for the tasks of outlier removal and relative pose estimation. Our network achieves an 11.7% improvement at error threshold 5° without RANSAC compared to the state-of-the-art method on relative pose estimation task when trained on YFCC100M dataset. In addition, our network also achieves 2.92% and 1.95% improvement at the correspondence removal task when trained on YFCC100M dataset and SUN3D dataset, respectively.

The rest of the paper is organized as follows: we first review the related feature matching and attention mechanism literatures in Sec. II. Then, we describe the details of the proposed method in Sec. III and present the experimental results in Sec. IV. Finally, we draw conclusions in Sec. V.

II. RELATED WORK

In this section, we will introduce the recent outlier removal works and different attention mechanisms.

A. Outlier Removal

Recent years, the outlier removal method has been developed two factions, i.e., traditional methods and learning-based methods. Most traditional methods are based on the verifies-hypothesis strategy, such as RANSAC [12], EVSAC [17], MAGSAC [14], Contrario RANSAC [18], PROSAC [13], etc. RANSAC repeatedly selects random subsets of the input point set to fit a model and selects the model with the max score as the best model. PROSAC selects the point which has the high score of the similarity to be the subset. EVSAC adopts the extreme value theory to modify the sampling strategy, which accelerates the process of inferring an all-inlier sample probability. MAGSAC proposes the σ-consensus to eliminate the user-defined inlier-outlier threshold in RANSAC. Contrario RANSAC optimizes each model by selecting the most likely noise scale to reduce the dependency on σ. RANSAC and its variants are powerful solutions for the initial input set with proper inliers. However, their performance depends on the effectiveness of the sampled subsets, and it is not an easy task to sample effective subsets when outliers are dominant in data.

As the pioneer of learning-based outlier removal methods, LFGC [8] adopts PointNet-like architecture to solve the irregular and unordered input problem by processing the correspondence individually. In addition, the proposed Context Normalization (CN) is adopted to embed the global context into each correspondence. Although LFGC is important, there
is a little discussion about local context and robustness [15]. Many learning-based methods attempt to improve it by achieving local context and robustness. For example, OANet [9] adopts the differential pooling and unpooling layer to achieve the local context and predicts the probability of each correspondence being an inlier, respectively. ACNet [15] proposes the attentive context normalization (ACN), which is robust to outliers, by weighted mean and variance with global and local attention mechanism. LMCNet [19] learns the motion coherence property for correspondence pruning. Although existing methods have shown satisfactory performance, they still suffer from the issue of dominant outliers in the putative correspondences.

Thus, we propose the attentive correspondence learning block to discriminatively treat each correspondence and enhance the feature map quality according to removing redundancy context information.

### B. Attention Mechanism

Recently, researchers propose different attention mechanisms to show the benefits in a series of tasks, such as machine translating [20], salient object detection [21], [22], semantic segmentation [23], etc. In particular, [20] first proposes the self-attention to obtain the long dependency from the input sequences and applies it on machine translating. Reference [24] proposes an efficient criss-cross attention to obtain full-image contextual information for Semantic Segmentation task and reduces the parameters in a very effective and efficient way. The attention mechanism cannot only use the similarity between different features for allocation of the most informative feature expressions, but also use pooling operator to make the model focus on the important channels and positions. Reference [16] proposes the channel attention mechanism, which is an squeeze-and-excitation block to recalibrate feature maps, to achieve rich feature map. CBAM [25] proposes an effective attention module including channel attention and spatial attention to achieve significant context information and improve the performance of the network. In addition, some methods attempt to enhance the feature expressions. SKNet [26] introduces dynamic attention selection mechanism that allows each neuron to fuse multiple branches with different receptive field size. ResNeSt [27] based on Resnet [28] proposes a similar Split-Attention block that enables cross-group attention function mapping. In this paper, we propose a multi-scale attention block to capture local and global context of feature maps, and it helps our network treat correspondences discriminately to enhance the robustness to outliers.

### III. Multi-Scale Attention Network

In this section, we design a Multi-Scale Attention Network to infer the correspondences correctly and recover the pose estimation, as shown in Fig. 2. In the following, we first introduce the problem formulation in Sec. III-A. Then, we introduce the network framework in Sec. III-B. Then, we introduce the multi-scale attention block and context channel refine block in Sec. III-C and Sec. III-D, respectively. Subsequently, we introduce the context spatial refine block in Sec. III-E. At last, we introduce the loss function in Sec. III-F.

#### A. Problem Formulation

We divide the two-view geometry estimation task into an inlier/outlier classification task and an essential matrix regression task. Specifically, given a pair of images \((I, I')\), we first use the traditional method [10] or learning-based methods [11] to extract the key-point coordinates and corresponding descriptors. After that, we search for the nearest neighbors from coordinates of keypoints in the other images to establish initial correspondences. We describe \(N\) correspondences as follows:

\[
S = [s_1, s_2, s_3, \ldots, s_N] \in \mathbb{R}^{N \times 4},
\]

where \(S\) stands for the input correspondences of the outlier removal method. \(s_i\) represents the \(i\)-th correspondence. \((x_i, y_i)\) and \((x'_i, y'_i)\) are the corresponding coordinates of \(i\)-th keypoints in two images, respectively. Here, we use camera intrinsics to normalize it.

In the outlier removal task, the proposed end-to-end network first obtains the global and local context from the initial correspondences. Then, the global and local context are used to infer the probability set of correspondences being inliers \(P = \{p_1, \ldots, p_N\}\), where \(p_i\) represents the probability of \(i\)-th correspondences being inliers or outliers. It is worth noting that, \(p_i = 0\) means the \(i\)-th correspondence is an outlier. Above processes can be formulated as:

\[
o = f_\phi(S),
\]

\[
P = \tanh(ReLU(o)),
\]

where \(o\) means the logit values for classification. \(f\) denotes the end-to-end network which extracts the global and local context.
and infers the probability of correspondences being inliers. In addition, the end-to-end network is permutation-equivariant, i.e., the output result of the network will be not affected by the unordered input problem. \( \phi \) stands for parameters of the network. ReLU and \( \tanh \) are ReLU and \( \tanh \) activation functions, respectively. Note that, they can be used to remove outliers in the classification problem [9].

Then, we employ the probability set \( P \) and corresponding correspondence set \( S \) as input, and adopt the weighted 8-points algorithm to regress the essential matrix. Different from the traditional 8-points algorithm [1], the weighted 8-points algorithm is robust to outliers, because it is adopted in conjunction with the outlier removal network, which avoids largely the effect of outliers. We formulate the process as:

\[
\hat{E} = g(P, S),
\]

where \( g(\cdot, \cdot) \) represents the weighted 8-points algorithm. The output \( \hat{E} \) is the predicted essential matrix.

### B. Network Framework

In this subsection, we introduce our framework as shown in Fig. 2. It mainly contains three key parts, i.e., multi-scale attention block, context channel refine block, and context spatial refine block. Given the correspondence set \( S \in \mathbb{R}^{N \times 4} \), we first use a MLP with 128 neurons to process it. Then, the generated feature map passes through 3 attentional correspondence learning (called ACL) blocks, including two context channel refine blocks and a multi-scale attention block, to discriminately treat each feature. Context spatial refine block is used to extract and refine context in spatial dimensions. Specifically, differentiable pooling layer introduced by [9] maps the \( N \) correspondences to \( M \) clusters, \((N > M, e.g., N = 2000, M = 500)\). Differentiable unpooling layer recovers the feature map to initial spatial size. In addition, 3 context spatial refine blocks between differentiable pooling layer and differentiable unpooling layer are used to deal with the clusters. Then, we use multi-scale attention block to fuse the feature map which is concatenated by context channel refine block and context spatial refine block. Subsequently, the feature map is processed by 3 attentional correspondence learning blocks. At last, we use MLP, \( \tanh \) and ReLU to generate the probability of correspondences being inliers. By the way, our network adopts an iteration strategy which means that the network has two same structures (Fig. 2) in the form of serial connection, and the second structure output is the final output (i.e. the probability of correspondences being inliers). The first structure adopts the coordinate as the input, and the second structure adopts the coordinate points, the Epipolar distance and the probability of correspondences being inliers inferred by the first structure. It is worth noting that the epipolar distance is computed by the essential matrix and the coordinate points, and the essential matrix is computed by the coordinate points and probability of correspondences being inliers. Note that, we follow most of deep learning based feature matching methods, e.g., OANet++ and ACNet, to repeat the proposed structure. The reason behind this is that, the iteration strategy is able to detach the gradients from the latter stage, and this will improve the performance of a network for feature matching [9].

### C. Multi-Scale Attention Block

The percentage of inliers in our dataset is often around 10%, because of light changes, blurs, etc. Note that this is a critical challenge for a network because the CN layer treats all correspondences equally, which is not robust to outliers [15]. That is, CN will largely damage the performance of a network and wash out the important context.

Squeeze and excitation (SE) block, as shown in Fig. 3, a representative of attention mechanism, can effectively process the problem. However, SE block squeezes each feature map into a scalar. This rough descriptor tends to emphasize global information and may ignore most of the image signals in local context. The local context involves local motion consistency, which is important for feature matching.

To address this problem, we design the multi-scale attention block (see Fig. 3) to softly select feature maps with a weight descriptor, which is combined with the multi-scale context. The multi-scale context, which contains local context and global context, aggregated by the attention module helps our network better remove the outliers (i.e. false correspondences). Specifically, we first embed the global context information by a simply global average pooling operation to generate the global feature maps \( F_{\text{avg}} \in \mathbb{R}^{C \times 1} \). To generate the \( k \)-th element of \( F_{\text{avg}} \), we squeeze the \( k \)-th \( F_{\text{in}} \):

\[
F_{\text{avg}}^k = \frac{1}{N} \sum_{k=1}^{N} F_{\text{in}}^k.
\]

Then, we process the global feature map into a channel descriptor. Specifically, we adopt the point-wise convolution layer to aggregate the channel information, which exploits the interaction among features. In addition, to balance the parameters and efficiency, we adopt the bottleneck structure to compute \( F_{\text{global}} \):

\[
F_{\text{global}} = \beta(\text{Conv}_2(\theta(\beta(\text{Conv}_1(F_{\text{avg}}))))),
\]

where \( \text{Conv} \) denotes point-wise convolution. The weight of \( \text{Conv}_1 \) and \( \text{Conv}_2 \) are the \( C \times C/r \times 1 \times 1 \) and \( C/r \times C \times 1 \times 1 \) weight, respectively. \( C \) and \( r \) means the number
of channels and the channel reduction ratio, respectively. In addition, $\beta$ represents the Batch Normalization layer and $\theta$ is the ReLU layer. We use them to obtain the context feature map. However, a single context feature map collected by global average pooling and Eq. (6) ignores different needs across scales and locations. Thus, we adopt the same method to extract the local context $F_{local}$:

$$F_{local} = \beta(Conv_2(\theta(\beta(Conv_1(F_{in}))))).$$

(7)

Then, we combine $F_{local}$ and $F_{global}$ by a simply element-wise summation operator. And $Sigmoid$ is used to generate the weight $F_{weight}$. Thus, the weight $F_{weight}$ not only leverages the global context information but also captures complementary context information from the local aspect. As we know, the more global and local context information acquisition, the better for the task with image transformation and blurs:

$$F_{weight} = Sigmoid(F_{local} + F_{global}).$$

(8)

At last, we adopt the weight $F_{weight}$ to soft select the input $F_{in}$ by element-wise multiplication operator, which suppresses the useless features and enhance the important features.

$$F_{out} = F_{weight} \cdot F_{in}.$$  

(9)

D. Context Channel Refine Block

PointCN is adopted in many works [8], [9]. It stacks a CN, a BN, a ReLU activation function and a MLP. However, PointCN achieves less context information with many parameters, which decreases the quality of feature map and consumes the excess computer resources. To address this problem, we propose the context channel refine block to mine comprehensive context information with less parameters. For a feature map $F \in \mathbb{R}^{N \times C}$, compared with the feature map directly generated by PointCN, the new feature map generated by the context channel refine block contains $h$ heads with different semantic information. Specifically, we first adopt PointCN with the $C \times C/h \times 1 \times 1$ weight to downsample the feature map and remove redundancy context information. Then, we sequentially adopt a corresponding PointCN block to process each feature map generated by previous PointCN block, denote as $PointCN_i$, where $i = \{2, 3, \ldots, h\}$. As the feature map is refined, the semantic information is gradually increased. To keep the channel of feature map, each head has the $C/h$ channels. At last, we concatenate all heads to the new feature map. As shown in Fig 4, the structure can be written as:

$$F^1 = PointCN_i(F)$$  

(10)

$$F^i = PointCN_i(F^{i-1})$$  

(11)

$$F_{new} = Concat(F^1, F^2, \ldots, F^h).$$  

(12)

We can see that, each PointCN block $PointCN_i$ could receive the feature information of previous PointCN blocks such that it can obtain more context information and semantic information from previous blocks for network learning. Therefore, the output feature map has stronger representation ability for the correspondence removal. In addition, we propose the attentional correspondence learning block, which is made up of a context channel refine block, a multi-scale attention block and a context channel refine block in order. It uses two context channel refine blocks to help the different parts exchange the information. It helps MSA-Net infer better results.

It is worth pointing out that, the proposed context channel refine block uses a multi-level structure as CCL [29], U-Net [30], and FPN [31]. However, the details and effects are different. Specifically, CCL, U-Net and FPN adopt the convolution kernels with different sizes for detecting the object. That is, they adopt different receptive fields to achieve the different scale object information. In contrast, our block uses point-wise convolution kernels to preserve the permutation-equivariant property for the unordered input problems of feature matching, and our block aims to extract the channel information to help the network infer correspondences being inliers/outliers. In addition, CCL, U-Net and FPN adopt skip connection, the top-down and bottom-up architecture, but our block just connects the $h$ PointCN blocks and concatenates the feature map along channel dimension. Thus, our block can include less parameters.

E. Context Spatial Refine Block

The context channel refine block just focuses on channel information. Thus, we propose the context spatial refine block to mine spatial relationship to make the network accurate.

As shown in Fig 5, the context spatial refine block contains spatial correlation refine layer and two context channel refine blocks introduced in Sec. III-D. Specifically, the spatial correlation refine layer is a simple but more effective layer which is implemented by a series of MLPs and the transpose operation. The aim of transpose operation is extracting spatial context by transposing the spatial dimension and the channel dimension. Thus, our block can include less parameters.
spatial correlation refine layer extracts spatial information. Thus, the generated feature map have more comprehensive context information. It is worth noting that the context spatial refine block only can be used after the differentiable pooling layer [9] because of the correspondence unordered problem.

F. Loss Function

We adopt a hybrid loss function to supervise our network. The goal of our network is to minimize the value of hybrid loss function in the training process as follows:

\[
L(\phi) = L_{cls}(P, L_k) + \lambda L_{ess}(\hat{E}, E),
\]

where \(L_{\phi}\) is the hybrid loss function. \(L_{cls}\) denotes the classification loss function which computes between the probability set \(P\) and the label set \(L_k\). \(L_{ess}\) represents the essential matrix loss function constrained by geometry distance. \(\hat{E}\) computes between the ground-truth essential matrix \(E\) and the matrix \(\hat{E}\) predicted by our proposed network. \(\lambda\) denotes a hyper-parameter to balance the classification loss function and essential matrix loss function. We formulate the classification loss function and essential matrix loss function as follows:

\[
L_{cls}(w, L_k) = \frac{1}{N_k} \sum_{i=1}^{N_k} \mu_i^G(w_i^k, L_k^i),
\]

\[
L_{ess}(\hat{E}, E) = \frac{(p^T \hat{E} p)^2}{(E p^T)^2_1 + (E p^T)^2_2 + (\hat{E} T p)^2_1 + (\hat{E} T p)^2_2}.
\]

where \(G(\cdot, \cdot)\) denotes the binary cross entropy which computes the probability set and label set in the \(k\)-th pair of images. In addition, \(\mu_i^G\) denotes hyper-parameter to balance the ratio of inlier/outlier. In Eq. (15), \(p = (x, y, 1)\) and \(p' = (x', y', 1)\) are derived from the keypoint locations of a correspondence. \((\cdot)_{[i]}\) represents the \(i\)-th element of vector.

IV. EXPERIMENTS

In this section, we first introduce our datasets in Sec. IV-A. Then, we introduce the evaluation metrics and implementation details in Sec. IV-B and Sec. IV-C, respectively. Then, we analyse the proposed network performance on outlier removal task and pose estimation task in Sec. IV-D and Sec. IV-E, respectively. Subsequently, we design ablation studies and the ablation study of each module in Sec. IV-F and Sec. IV-G, respectively. At last, we analyse the parameter of our network in Sec. IV-H.

A. Datasets

To verify our network effectiveness, we conduct many experiments on several benchmark visual datasets, including YFCC100M and SUN3D datasets. We use the YFCC100M and SUN3D datasets as outdoor and indoor datasets, respectively. To have a fair comparison, we train all models at the same training setting. Specifically, we split all datasets into known and unknown scenes. The known scenes are divided into several disjoint subsets, i.e., training (60%), validation (20%) and testing (20%). The training (60%) subset is used to train our network, and then the validation (20%) subset is used to verify the network for adjusting the parameters of the network. After that, the testing (20%) subset is used to test the performance of our network. For unknown scenes, all datasets are used to test the performance of a network. The testing sets from known and unknown scenes are different: The testing set from known scenes shares the same scene with the training subset while the scene of testing set from unknown scenes is different from the scene of training subset. Thus, the test on unknown scenes is able to show the generalization ability of a network.

1) YFCC100M Dataset: YFCC100M (i.e., Yahoo Flicker creative commons 100 Million) dataset is created by Yahoo, which contains 100 million images from Internet. Following [9], we use the subset of the YFCC100M dataset to generate 71 sequences. Then, we divide the 71 sequences into 67 sequences and 4 sequences. We utilize the 67 sequences as known scenes. The remaining 4 sequences are utilized as unknown scenes to test the generalization ability.

2) SUN3D Dataset: We select SUN3D dataset as the indoor dataset, which is an RGBD video dataset of entire room and the relative ground-truth information calculated by generalized bundle adjustment. We split the indoor dataset into 254 sequences, which are selected 239 sequences for known sequences and 15 sequences for unknown sequences, respectively. Note that, the indoor scenes have extensive blurs, occlusions and repetitive structures. Thus, it is more challenging to the task of outlier removal than the outdoor datasets.

B. Evaluation Metrics

The task of our proposed network is divided into two tasks, which are the outlier removal task and the relative pose estimation task. For explicitly evaluating the performance of the outlier task, we adopt the Precision (P), Recall (R) and F-score (F) as the evaluation metrics. Specifically, the Precision is defined as the ratio between the identified correct correspondence number and the preserved correspondence number. The Recall is defined as the ratio between the identified correct correspondence number and the number of all correct correspondence in initial correspondence set. The F-score is defined as \(2 \times P \times R / (P + R)\). We select the mean average precision (mAP) of the angular differences under different error thresholds as the evaluation metric of camera pose estimation task. Note that, the angular difference is calculated by the ground truth and the predicted rotation and translation vectors.

C. Implementation Details

The structure of our network is shown in Fig 2, and we discuss its components in Sec. III. The inputs and outputs of these components are 128 channels. For the network input, we utilize \(N \times 4\) initial correspondences, generally \(N = 2000\). In ACL block, to balance the effectiveness and parameters, the reduced channel ratio of multi-scale attention bottleneck and the number of PointCN in context channel refine is 4. In DiffPool layer, we map the \(N\) correspondences into fixed number 500. In addition, we utilize the multi-scale
channel attention module to fuse the context generated by context channel refine block and context spatial refine block. At last, the 128 channel feature map is processed by MLPs to learning rate of $10^{-3}$ with batchsize 32 and apply the Adam optimizer with the weight in Fig. 6. We can find that our network is able to establish correct correspondences better than other methods.

D. Outlier Removal Task

As shown in Table I, we compare our method with six methods, including RANSAC [12], PointNet++ [32], LFGC-Net [8], DFE [33], OA-Net++ [9], ACNet [15]. Inspired by PointNet, LFGC is a deep permutation-equivariant network, which extracts global context from the input set to classify the correspondences as inliers or outliers. In addition, we choose PointNet++, an improved version of PointNet, as a comparative method. DFE is a specialized network to recover the pose estimation. OA-Net++ is the official improved version of OA-Net, which clusters the correspondences into fixed clusters to extract local context by the affine transformation and infers the probability of correspondences being inliers or outliers. ACNet adopts the global and local attention to improve robustness ability to outliers. Note that SuperGlue [34] is not compared since it focuses on another task, i.e., predicting high-quality initial correspondences rather than outlier removal.

From the results in Table I, we can find that all learning-based methods are better than RANSAC, since RANSAC is suit to specific constraints, e.g., high inlier ratio in initial correspondence set. The inlier rate of our initial correspondence set is often below 10%, thus all learning-based methods perform better than RANSAC. In addition, our MSA-Net also achieves the best results among all learning-based methods in Precision and F-score, but the Recall is slightly low in the SUN3D dataset. Specifically, our method improve 2.92% and 1.95% than OANet++ on the unknown scene and known scene in YFCC100M datasets, respectively. In SUN3D, our method improve 1.95% and 1.08% than OANet++ on the unknown scenes and known scenes. For the F-score, we obtain better improvements than other outlier removal methods. We visualize our network weight in Fig. 6. We can find that our network is able to discriminately treat each correspondence on YFCC100M dataset, but the performance of our network is not well on SUN3D due to extensive blurs, repetitive structures and lack of texture. In addition, as shown in Fig. 7, we visualize RANSAC, ACNet, OA-Net++ and our network results in two datasets. We can find that our network is able to establish correct correspondences better than other methods.

E. Relative Pose Estimation

In this section, we discuss the result of the relative pose estimation and the impact of different feature extraction methods. The high-quality keypoints and descriptors are able to make the performance of the deep network obtain a large improvement in most scenes. In addition to using SIFT as a feature extraction method, we also use a learning-based feature extraction method to establish initial correspondences, i.e., SuperPoint [11]. Since it extracts keypoints and descriptors based on a self-supervised network, it is able to be applied a large number of multi-view geometry tasks in computer vision.

Here, we first employ SuperPoint or SIFT to detect keypoints and extract local descriptors, and then we use extracted descriptors to generate the putative correspondences set with the nearest-neighbor matching algorithm. The result of the feature extraction method using SuperPoint and SIFT is shown in Table II. Note that we conduct outlier removal without RANSAC. As in the outlier removal experiment, we select RANSAC, PointNet++, LFGC-Net, DFE, OA-Net++, ACNet to compare our method with the mAP at error thresholds $5^\circ$ and $20^\circ$. The experiments are conducted on known and unknown scenes the YFCC100M dataset, our method achieves the best results compared with other methods except the results at error thresholds $20^\circ$ on the known scene with the SuperPoint method. From the results in Table II, the result of SuperPoint is worse than SIFT. This is mainly because we use the dataset in this paper to train the network, resulting in low accuracy of the detected keypoints. Therefore, if we

<table>
<thead>
<tr>
<th>Datasets</th>
<th>YFCC100M</th>
<th>SUN3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Known Scene</td>
<td>Unknown Scene</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td>RANSAC</td>
<td>47.44</td>
<td>52.64</td>
</tr>
<tr>
<td>PointNet++</td>
<td>49.84</td>
<td>56.61</td>
</tr>
<tr>
<td>LFGC-Net</td>
<td>56.64</td>
<td>56.61</td>
</tr>
<tr>
<td>DFE</td>
<td>59.99</td>
<td>60.03</td>
</tr>
<tr>
<td>OA-Net++</td>
<td>61.98</td>
<td>61.98</td>
</tr>
<tr>
<td>Ours</td>
<td>69.05</td>
<td>75.87</td>
</tr>
</tbody>
</table>

Fig. 6. The output weight of our network. (a) is implemented on YFCC100M. (b) is implemented on SUN3D. The y-axis denotes the correspondence. The y-axis denotes weight of correspondence. In addition, yellow lines and red lines represents inliers and outlier, respectively.
Fig. 7. Visualization results. From top to bottom: results of RANSAC, ACNet, OA-Net++ and our network. Different colors denote different feature consistencies and red represents the false-positive. To better comparison, RANSAC uses the ratio test to improve performance.

**TABLE II**

RESULTS OF OUR NETWORK AND OTHER MODELS WHEN USING DIFFERENT LOCAL FEATURE EXTRACTION METHODS ON THE YFCC100M DATASET

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Known Scene</th>
<th>Unknown Scene</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5°</td>
<td>20°</td>
</tr>
<tr>
<td><strong>SIFT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANSAC</td>
<td>5.81</td>
<td>16.88</td>
</tr>
<tr>
<td>PointNet++</td>
<td>10.49</td>
<td>31.17</td>
</tr>
<tr>
<td>LPCC-NET</td>
<td>13.81</td>
<td>35.20</td>
</tr>
<tr>
<td>DFE</td>
<td>19.13</td>
<td>42.03</td>
</tr>
<tr>
<td>ACNet</td>
<td>29.17</td>
<td>52.59</td>
</tr>
<tr>
<td>OA-Net++</td>
<td>32.37</td>
<td>56.89</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>30.53</strong></td>
<td><strong>61.75</strong></td>
</tr>
<tr>
<td><strong>SuperPoint</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANSAC</td>
<td>12.85</td>
<td>31.22</td>
</tr>
<tr>
<td>PointNet++</td>
<td>11.87</td>
<td>33.35</td>
</tr>
<tr>
<td>LPCC-NET</td>
<td>12.18</td>
<td>34.75</td>
</tr>
<tr>
<td>DFE</td>
<td>18.79</td>
<td>40.53</td>
</tr>
<tr>
<td>ACNet</td>
<td>26.72</td>
<td>49.29</td>
</tr>
<tr>
<td>OA-Net++</td>
<td>29.52</td>
<td>53.76</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>30.63</strong></td>
<td><strong>53.74</strong></td>
</tr>
</tbody>
</table>

use Superpoint to generate the putative correspondences set, it will contain a lower ratio of inliers, which is leading to worse results in the outlier removal task for all networks. Specifically, our method improves 11.7% and 6.96% than OA-Net++ on the unknown scene and known scene at error thresholds 5° about the SIFT method. For the SuperPoint method, our method also achieves better results than other method at error thresholds 5°.

**F. Ablation Studies**

In this section, we provide some ablation studies about the network architecture on the YFCC100M dataset. As shown in Table III, we test the performance of different combinations for relative pose estimation task and outlier removal task on the YFCC100M dataset.

In Table III, the first row is OANet++. We treat OANet++ as the baseline. We can find that the performance of our all iterative combinations outperforms the baseline. Specifically, the second row of table (Context Spatial Refine block (CSR) + PointCN) and the third row of table (CSR + Context Channel Refine block (CCR)) obtain a 2.68% and a 3.25% improvement than baseline on unknown scenes at error threshold 5° without RANSAC, respectively. In addition, they decrease 0.96M and 1.2M parameters. They indicate that CSR and CCR are able to capture richer context information with less parameters. Then, the multi-scale attention block inserted in context channel refine block (CSR + CCR + Att1) obtains an 6.95% improvement over the baseline on unknown scenes without RANSAC. In addition, the multi-scale attention block fuses the global context and local context (CSR + CCR + Att1 + Att2) achieves an 11.7% and a 2.7% improvement than the baseline at error thresholds 5° and Precision, respectively. It means that our multi-scale attention block discriminately treats the feature map in an effective manner and improves the interaction among correspondences.

**G. Ablation Study of Each Module**

1) Impact of Context Channel Refine Arrangement: In order to study the arrangement of different numbers, we test the multi-head structure and context channel refine block, which have same channels and heads. They are implemented on...
TABLE II
ABLATION STUDY ON THE YFCC100M DATASET. MAP ( PROCESSED WITHOUT/ WITH RANSAC IN TESTING. P&O&UnP: USING THE POOLING AND UNPOOLING LAYER, ORDER-AWARE FILTER BLOCK COME FROM OANET. CSR: USING CONTEXT SPATIAL REFINEMENT BLOCK. CCR: USING CONTEXT CHANNEL REFINEMENT BLOCK. ATT1: MULTI-SCALE ATTENTION BLOCK IS APPLIED IN CONTEXT CHANNEL REFINEMENT BLOCK. ATT2: MULTI-SCALE ATTENTION BLOCK IS APPLIED IN POOLING AND UNPOOLING.

<table>
<thead>
<tr>
<th>Feature Extractor</th>
<th>P ( % )</th>
<th>F ( % )</th>
<th>R ( % )</th>
<th>mAP ( % ) 5°</th>
<th>mAP ( % ) 10°</th>
<th>mAP ( % ) 20°</th>
<th>Parameters (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OANet++</td>
<td>55.44</td>
<td>65.25</td>
<td>68.94</td>
<td>38.99/52.59</td>
<td>66.89/72.99</td>
<td>70.97/82.99</td>
<td>2.47</td>
</tr>
<tr>
<td>Multi-Head+OANet++</td>
<td>61.38</td>
<td>72.53</td>
<td>78.99</td>
<td>41.63/52.58</td>
<td>68.94/73.31</td>
<td>72.97/84.31</td>
<td>1.51</td>
</tr>
<tr>
<td>CCR+OANet++</td>
<td>57.44</td>
<td>69.24</td>
<td>75.89</td>
<td>45.38/55.95</td>
<td>70.96/75.47</td>
<td>76.97/86.47</td>
<td>1.48</td>
</tr>
<tr>
<td>OANet++</td>
<td>58.14</td>
<td>69.92</td>
<td>73.42</td>
<td>50.65/56.28</td>
<td>77.99/78.46</td>
<td>80.97/89.46</td>
<td>1.62</td>
</tr>
</tbody>
</table>

TABLE III
ARCHITECTURES FOR ABLATION STUDY ON IMPACT OF CONTEXT CHANNEL REFINEMENT BLOCK ARRANGEMENT

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP (%)</th>
<th>Params(M)</th>
<th>GFlops</th>
</tr>
</thead>
<tbody>
<tr>
<td>OANet++</td>
<td>38.99</td>
<td>2.47</td>
<td>1.81</td>
</tr>
<tr>
<td>Multi-Head+OANet++</td>
<td>41.13</td>
<td>2.47</td>
<td>1.82</td>
</tr>
<tr>
<td>CCR+OANet++</td>
<td>43.38</td>
<td>2.22</td>
<td>1.33</td>
</tr>
</tbody>
</table>

TABLE IV
ARCHITECTURES FOR ABLATION STUDY ON IMPACT OF CONTEXT CHANNEL REFINEMENT BLOCK ARRANGEMENT

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP (%)</th>
<th>Params(M)</th>
<th>GFlops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concat</td>
<td>43.38</td>
<td>2.47</td>
<td>1.82</td>
</tr>
<tr>
<td>Sum</td>
<td>41.13</td>
<td>2.22</td>
<td>1.33</td>
</tr>
</tbody>
</table>

TABLE V
ARCHITECTURES FOR ABLATION STUDY ON THE IMPACT OF COMBINE OPERATOR

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP (%)</th>
<th>Params(M)</th>
<th>GFlops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global + Global</td>
<td>43.45</td>
<td>2.47</td>
<td>1.82</td>
</tr>
<tr>
<td>local + local</td>
<td>45.38</td>
<td>2.22</td>
<td>1.33</td>
</tr>
<tr>
<td>Global + local</td>
<td>46.52</td>
<td>2.47</td>
<td>1.82</td>
</tr>
</tbody>
</table>

TABLE VI
ARCHITECTURES FOR ABLATION STUDY ON THE IMPACT OF FEATURE INTEGRATION STRATEGIES

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP (%)</th>
<th>Params(M)</th>
<th>GFlops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global + Global</td>
<td>43.45</td>
<td>2.47</td>
<td>1.82</td>
</tr>
<tr>
<td>local + local</td>
<td>45.38</td>
<td>2.22</td>
<td>1.33</td>
</tr>
<tr>
<td>Global + local</td>
<td>46.52</td>
<td>2.47</td>
<td>1.82</td>
</tr>
</tbody>
</table>

YFCC100M dataset. The only difference is their arrangement of structures. Note that Multi-Head structure mimics the perception structure, but all kernel size are $1 \times 1$, due to the unordered correspondence problem. As shown in Table IV, Multi-Head structure and Multi-Level structure are better than the OANet++ about the mAP at error thresholds 5°, 10° and 20°. In addition, context channel refine block increases 2.25%, 1.58% and 1.1% than Multi-Head structure about the mAP at error thresholds 5°, 10° and 20°. It means that the proposed context channel refine block mines the available information more comprehensively than other structures.

2) Impact of Feature Extractor Head: As shown in Fig. 4, the number of heads influences the depth of semantic information. To verify the strategy, we test our block on YFCC100M dataset with different number of heads. For fairness, we test all models at the same parameters. As shown in Fig. 8, we can find the 4 heads has the best results at the same parameters. The 2 heads and 8 heads have the sub-optimal performance than 4 heads due to the small channels. When we use the same channels in each head, we can find that 8 heads achieve the best results. Specifically, the block of 8 heads obtains a 15.28% improvement than the 1 head. However, the computational cost increases linearly with the increase of the head number.

3) Impact of Combine Operator: To study the impact of input combine methods, we conduct two experiments to compare the effectiveness of concat operator and sum operator. All experiments are implemented on YFCC100M dataset, as shown in Table V. In addition, the channel reduction ratio $r$ and the number of head $h$ in the concat and sum operator are same. The only difference is their input combine method. The results suggest that the concat operator outperforms the sum operator except for the parameter, because the concat operator preserves the context structure and is suitable to the classification problem.

4) Impact of Multi-Scale Attention Block: To study the impact of Multi-Scale Attention Block, we design three ablation studies to prove performance of our proposed method, as shown in Table VI. For fair comparison, the three ablation studies (i.e. Global + Local, Global + Global and Local + Local) have the same parameter, module width and channel reduction ratio $r$. It can be seen that the Global + Local outperforms single-scale ones in all settings. Compare with the single-scale ones, Global + Local obtains around 1% improvements at Precision, Recall and F-score. In addition, Global + Local raises 3.07% and 1.14% over Global + Global and Local + Local at error thresholds 5°, respectively. The results suggest that, compared with the single context, the network adopts multi-scale context is vital for seeking the reliable correspondences.

H. Parameter Analysis

As shown in Table III and Fig. 9, we can find that the proposed network has not the lowest number of parameters and...
FLOPs among different networks. However, compared with OA-Net++, which has the highest error thresholds 5° among different networks except our method, we decrease 1.03M parameters and 0.6G FLOPs. In addition, compared with ACNet, which has the lowest parameters and FLOPs among different networks, we improve 16.41% at error thresholds 5°. The results show that we use less computation consume to extract richer context information than other methods.

I. Impact on Different Robust Estimator Methods

The robust estimator method (a.k.a. post-processing) plays a crucial role in feature matching methods which determines the accuracy of relative pose estimation. In this section, we conduct the experiments about the relative pose estimation task with different robust estimator methods (i.e. DEGENSAC, PROSAC and RANSAC). We adopt the error thresholds 5° as evaluation criteria. In addition, we adopt the LFGC++ and OA-Net++ as baselines to compare the influence of different robust estimator methods. As shown in Table VII, the network obtains the best results by using RANSAC. Compared with RANSAC, our network decreases about 5.03 and 1.45 when using PROSAC and DEGENSAC, respectively. The main reason is that the restraint of a dominant plane is difficult to be held in the outdoor scenes due to its complex environment. Nevertheless, our method obtain the best results than other methods with different robust estimator methods.

V. CONCLUSION

In this paper, we propose the Multi-Scale Attention Network (MSA-Net) to infer the probability of correspondences being inliers in an accurate and efficient way. Specifically, we propose a context channel refine block and a context spatial refine block with less parameters to mine the context information along channel and spatial dimensions, respectively. In addition, we design a multi-scale attention block to exchange the information among correspondences and enhance the representational ability according to extracting dependencies from all correspondences and discriminately selecting the features. Extensive experiments have shown that, compared with the state-of-the-art methods, the performance on the outlier removal and relative pose estimation task and computational consume of our network are more prominent.
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